FEBA: An Action-Based Feature Extraction Framework for Behavioural Identification and Authentication

Abstract—Behavioural authentication methods are gaining more attention day by day. This is due to the fact that they provide higher levels of security and accuracy. However, to the best of our knowledge, there is not an open-source framework in the literature to be adopted by the interested research community. In this paper, we provide the first open-source Feature Extraction Based on Action (FEBA) framework, for behavioural identification and authentication. Our framework is composed of several components for data processing, which provides the user with a means to define application-specific actions. Our framework recognizes user actions based on the received raw data, and extracts the action-specific features. The output of our framework could be used along with the existing learning, and classification algorithms in order to perform user authentication or identification. We built a complete implementation of this framework, and made it available online to facilitate future research in such context. In order to prove the performance of our proposed framework, we provide an experimental evaluation of a use case scenario, i.e., mouse movements pattern. Our thorough experimental results validate the efficacy of our proposed framework. We believe that FEBA will pave the way for researchers and developers to design and implement novel behavioural authentication mechanisms.
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I. INTRODUCTION

Today’s Internet connected world calls for more ingenious, reliable, and secure user authentication methods than the traditional password or token mechanisms. There is a rich literature on numerous issues of the password-based, and token-based authentication approaches [1]–[6]. The research community has therefore found it convenient to compliment (or even replace) traditional authentication methods with biometric-based ones [7]–[10]. The term “biometric” refers to two different types of an individual’s characteristics that are supposed to be uniquely associated to a person [9], [11]: physiological characteristics, and behavioural characteristics.

A common limitation of physiological biometric authentication methods, such as facial or fingerprint recognition, is the need for special hardware devices for data collection. In contrast, behavioural biometric authentication methods are based on how the user behaves over time, and have two advantages compared to the physiological biometrics: i) each user’s behaviour can be measured using existing peripherals, such as mouse, keyboard, or touch screens; and ii) user’s behaviour can be actively monitored to continuously verify the user during her interaction with the system.

In order to deploy a behavioural-based authentication system, a pattern recognition framework is required, which learns the specific properties (features) of known data, and recognizes which category the new unknown data belong to. With the advances in pattern recognition tools, biometric-based authentication, and in particular, behavioural authentication methods are becoming a promising technique to improve security without impacting the user experience. There is a fairly rich literature on behavioural user authentication methods, such as [7]–[10], [12], [13], just to mention a few. Among the existing approaches, action-based user authentication methods, [14], provide a higher level of accuracy, while reducing the required time to authenticate the user.

Contribution: Despite the growing interest in the adoption of behavioural authentication systems, to the best of our knowledge there is not an open-source pattern recognition framework, which could be utilized in real-world scenarios. This motivated us to concentrate on action-based behavioural authentication methods, and provide the first open-source framework for Feature Extraction Based on user Actions, in short, FEBA [15]. Indeed, we focus on the feature extractor component of pattern recognition frameworks, since it is one of the most important components. In the case of action-based behavioural authentication systems, the feature extractor component extracts user-specific features from the user action-specific data, which itself is extracted from the raw dataset. In particular, we provide two basic components in FEBA: i) action extractor, and ii) feature extractor, while for the learning, classification and verification process we adopt some already existing algorithms.

We believe that our action-based framework, i.e., FEBA, has two important features: (i) it allows extraction of customized features specific to user actions, and (ii) it allows developers to create a more structured action hierarchy. In order to show the performance of our proposed framework, we considered a use case example: mouse-dynamics behavioural authentication, and implemented it employing FEBA. Our thorough experimental results, which we report in the paper, confirm the efficiency and ease-of-use of our framework.

II. BACKGROUND AND RELATED WORK

In this section, we first provide some background knowledge on pattern recognition and behavioural authentication systems. We further review some research studies in the context of behavioural authentication. Finally, as our specific focus in this context is on “action-based” pattern recognition methods, we review the most related work in the literature.
Pattern recognition refers to automated machine recognition of patterns of interest (e.g., objects, signals or images) by observing the environment, and making decision based on a given set of parameters [16]. A pattern recognition system basically consists of the following components [17]: (i) data acquisition and pre-processing, (ii) data representation, and (iii) decision making. As reported by Jain et al. [17], in order to have a successful pattern recognition system, we need to pay attention to the following issues: “pattern definition and representation, feature extraction and selection, learning and design of classification algorithms, training, and performance evaluation”.

A behavioural authentication system is basically a pattern recognition system which consists of several components [14]: data acquisition, feature extraction, classifier, and database. The data acquisition component captures raw data from the interaction between the user and computer through input devices. The feature extraction component extracts a set of variables that defines behavioural characteristics of a specific user. The classifier component generates a user verification model based on the trained data (i.e., user-specific extracted features from user’s past behaviour). Finally, the database stores each user’s behavioural template (signature).

In the classic user authentication methods, usually the user starts the interaction with the system through a standard login page. However, since the user verification occurs just once, an attacker who hijacked a genuine user’s session is not verifiable. To overcome this limitation, having a continuous verification/authentication method along the whole session is desirable. In such a scenario, behavioural authentication systems could provide a continuous authentication mechanism, in order to continuously validate the user [14]. This means that the user behaviour can be monitored silently in the background, both to acquire training information, and to check whether the current behaviour matches with the authenticated user behaviour.

Continuous authentication has attracted attention from researchers over the last decade. Several researchers proposed various methods considering different kinds of inputs, such as mouse dynamics [7], [8], [14], [18]–[20], keystroke [11], [21], [22], and touch screen [23]–[25]. Despite most of the existing continuous authentication methods that are histogram-based, Feher et al. [14] proposed an interesting action-based authentication method, from which we took inspiration for the proposed framework. Their proposed approach verifies a user based on each individual mouse action. In a histogram-based approach [18], the identification of a user is based on construction of a histogram from a large number of mouse activity events, which should be obtained over a long time. However, the proposed action-based method requires a fewer amount of action events to be collected in order to perform an accurate user verification. Moreover, the verification time is shorter than the histogram-based approaches. Furthermore, in order to characterize the mouse actions, the authors create an action-hierarchy, in which the lowest level corresponds to the basic mouse events (e.g., left click). While the higher levels of the action-hierarchy are a combination of basic actions (e.g., mouse-move followed by a double click).

Our contribution compared to the method proposed in [14] is twofold: (i) we propose a general feature extraction framework, which could be adopted for every kind of behavioural authentication methods; (ii) our framework is publicly available to be used in real-world application scenarios [15].

III. PROPOSED FRAMEWORK ARCHITECTURE

In this section we describe the architectural design of the FEBA, Action-Based Feature Extraction Framework. We aim to provide both basic components and a common procedure through which a behavioural authentication system based on the user’s interaction with a device can be implemented. Figure 1 shows the main components involved in the registration and verification phases. The components provided by FEBA are coloured in grey. During the registration phase, the system is trained to recognize the user’s behaviour, while during the verification phase, the system recognizes the user’s behaviour, e.g., authorization purposes.

The raw data acquisition module is a domain-specific
component that is responsible for collecting the user’s behavioural data. These raw data are then fed to the actions extractor module whose aim is to derive actions based on patterns in the provided data. The actions extractor module can also in turn combine actions into higher level actions. The features extractor module is responsible for the computation of features from the previously derived actions. The features are then used during the registration phase to train the system by deriving, through the learning module, templates, which are stored in the template database. During the verification phase the templates are retrieved from the template database and are employed for comparison with the features extracted from the raw data. In the following sections we describe these components in further detail.

A. Raw Data Acquisition

The Raw Data Acquisition module aims at measuring and capturing the lower level data describing the user’s behaviour. It is expected to provide as output a sequence of raw data objects with a fixed structure.

This module depends on the specific application domain and on the devices through which data are captured from. The implementation of such a module is out of the scope of the FEBA framework.

B. Action Extractor

The acquired sequences of raw data, obtained from the Raw Data Acquisition module, are fed to the Action Extractor module. Based on a state machine and possibly on temporal information, the raw data is processed in order to derive actions.

An action $a$ is recursively defined as a container of either a raw data sequence $[r_1, ..., r_n]$, or actions sequence $[a_1, ..., a_m]$, which matches a specific pattern $p$. In particular, $p$ specifies the conditions needed to be satisfied by the sequence, in terms of types and number of raw data elements or actions, to assert that the sequence belongs to the action $a$. The pattern $p$ defines also the type of its associated action, i.e., if action $a_i$ is associated to pattern $p_i$, and action $a_j$ is associated to pattern $p_j$, then $a_i$ is of the same type of $a_j$ iff $p_i = p_j$.

An advantage of this general definition of the action concept is that it allows developers to create a more structured action hierarchy being still compliant to the action definition. Higher level actions can in fact be defined starting from lower level ones already defined. As an example, suppose to have defined two actions: $\{a_0^1, a_0^2\}$, associated to two patterns $p_0^1$ and $p_0^2$, respectively, where the top 0 means zero level. Then, considering specific combinations of zero level actions, others first level patterns $p_1^1, p_1^2, \ldots$ can be defined, and first level actions $a_1^1, a_2^1, \ldots$ can be extracted.

The Action Extractor module takes a sequence of raw data as input and yields a sequence of actions as output, according to the action patterns. This component just needs setting up specifying which actions could be encountered.

The Action Extractor engine algorithm processes raw data one by one and determines if the encountered subsequence complies with an action pattern. For each action type, the algorithm checks:

- the local conditions over each collected raw data,
- the global conditions over the whole collected subsequence.

The final decision is made by combining all the checking results in order to determine which is the right action, whose pattern matches the subsequence.

C. Features Extractor

A feature is defined as an individual measurable property of a phenomenon being observed [26]. Features are extracted from individual actions by the Features Extractor module. One of the main benefits of the action based approach is that customized features can be extracted based on the specific characteristics of each action, making the system modular and extensible.

Moreover, our recursive actions definition allows building actions based on sequences of other actions. In this case, the feature extractor can measure parameters taking into consideration the relations between the actions, instead of action specific features. Examples of cross-actions features can be: statistics about time between consecutive actions, or the number of occurrences of a specific type of action in a given time interval.

The Features Extractor engine algorithm processes a sequence of actions (previously generated by the Action Extractor module), extracts action specific features and finally generates $K$ different datasets, where $K$ is the number of different types of actions encountered in the sequence. The generated datasets, which we consider it to be a matrix, can be employed for learning and classification purposes as we will discuss in the Section III-D.

D. Learning

The goal of the Learning module is to create a behavioural model for each user based on training data. To this aim, it applies classification algorithms in order to create templates, which describe the user model. The template specification depends on the employed classification algorithm.

In what follows, we describe the learning procedure workflow applied on a specific action type. First the features related to the considered action types are retrieved. If the features have been stored in separate databases associated to different users, a merging operation is needed. Note that in general, considering a group of $N$ users, the number of samples of the $i$-th user, i.e., $P_i$, varies from one user to another user. This is because each user might have different amount of training data collected in the acquisition phase. After the merging step, a unified structure, so-called dataset, holding both feature values and class labels values, is available. We assume the dataset for the action $k$ to be represented by a $P \times F_k$ matrix, where $P = \sum_{i=1}^{N} P_i$ and $F_k$ is the number of features
characterizing the $k$-th action type. Dataset class labels are instead held in a list of length $P$ in which the $j$-th element identifies the user related to the $j$-th sample on the data matrix.

Finally, a learning algorithm is run on the merged dataset. In this final phase, a pattern recognition technique is applied in order to learn classes (and so users) are distributed over the feature space. The output is a behavioural template for each user, that is stored in the Template Database.

The system runs the learning procedure described above for each action, creating $K$ different templates for each user, where $k$ is the number of different actions.

Since we followed the action-based approach, the framework does not create just a single template, instead, it computes a different template for each action type.

### E. Verification

The verification procedure aims to make a decision about the user’s identity, based on new user data given as input. These new data are processed by the Actions Extractor and Features Extractor modules in order to obtain their features.

The classification algorithm takes a dataset holding the samples that belong to the action and compares them against the template of the user, previously created and stored in the learning phase.

As in the learning case, the verification acts both at an action specific level and at a global level. Indeed, the system firstly runs a separate verification operation for an action specific level and at a global level. Indeed, the system firstly runs a separate verification operation for an action specific level and at a global level.

We assume that the output of the classification matching is a score, according to the probability that samples belong to the observed user. Therefore, we employ a soft classifier, i.e., a classifier which estimates the class probabilities explicitly. In contrast, a hard classifier would directly estimate the class based on defined class boundaries.

The last classification step aims to combine all the scores evaluated by each action based classifier in order to make a final binary decision on the user’s identity.

### IV. Framework Implementation

We have implemented the FEBA framework as a set of classes in the Python (version 2.7) language. Figure 2 shows the UML diagram of the framework. We have made the source code freely available at [15].

The Action class is the main class the whole framework revolves around. This abstract component takes care of handling a valid sequence of raw data, according to a given raw data schema, or a sequence of other lower hierarchic level actions. Furthermore, it provides methods to validate the action just specifying simple conditions over the data sequence, i.e., the action pattern. We implemented both a static validation and a dynamic one. The static validation operates over a fixed data sequence when the action is initialized. The dynamic one validates instead a partial sequence when provided raw data point by point (through the add_data method), and computes at each step whether the current sequence is a complete action, and/or if it is still compliant with the action pattern.

This abstract definition of an action can be specialized by developers according to the application and domain specific data. As a matter of fact, different device interaction scenarios like the mouse dynamics, the typing pattern based on keystroke dynamics or the touch screen behaviour case, have different raw data types from which different action types can be defined.

To deploy a domain specific action, developers have to firstly specify the structure of the base raw data using a JSON schema format. Then, they can override the check pattern method that specifies conditions over the data sequence, and the extract features method. The latter is used to compute new features customized for the specific action. Features are managed by a dedicated internal object called FeaturesHandler, that takes care of storing, organizing and retrieving the extracted features.

The Action Extractor class needs a list of action classes in order to be initialized. The extract actions method implements the main operation of this component. Giving a raw data sequence as input, this method adds each data to all the action objects and determines whether a specific action has to be created and stored in the output list.

The advantage of having implemented the main action validation logic inside the Action class, is that it makes the Action Extractor completely independent from the patterns which identify the actions. Modifying or adding actions does not affect the Action Extractor engine. Figure 2 shows the relation between the action extractor component and the others entities of the framework.

The Feature Extractor component is the higher level component of the whole framework because it is completely unrelated with the domain specific characteristics of the application. Indeed, at the implementation level, each action instance has its own feature extraction method that is responsible for correctly extracting features from the action raw data. Therefore, the role of the Feature
extractor component is to call the feature extraction method of every action it has to process and organize the extracted features in a dataset structure. This means that this component does not need to be specialized based on the application and it is ready to be used. Indeed, once the process is completed, the collection of datasets can be stored in a database and become available for learning and classification purposes.

A Dataset is basically a handler of samples. A sample is a point in the $N$ dimensional feature space extracted from an action and associated to a target (the user who performs the action). A Dataset instance manages and accesses the following information:

- data samples: an $M \times N$ matrix containing the feature values. $N$ is the number of the features while $M$ is the number of samples;
- feature description: in the simplest form it can be an $N$ dimensional array in which the $i$-th element specifies the name of the $i$th feature in the data matrix;
- action label: a string that uniquely identifies the action type which data refer to;
- targets: an $M$ dimensional array holding labels that specify the class the $i$-th sample belongs to. This attribute is optional since classes could also be unknown. Furthermore, the user id, and then the target labels, can also be managed at the database level.

Figure 3 shows how this component works and which data is processed. The primary input is a sequence of action objects. The only restriction is that each action must inherit the abstract action class defined by the FEBA framework. In the figure, three types of actions are considered as an example, each of them identified by a different color.

![Figure 3. Feature Extractor component. It takes a sequence of different actions (indicated with different colors) and outputs a sequence of raw events.](image)

As explained earlier, learning and classification modules are outside the scope of the FEBA framework. However, in order to carry out classification and learning tests, we integrated the machine learning utility “Scikit-learn” [27] in our Python framework. Scikit-learn is a Python module integrating a wide range of state-of-the-art machine learning algorithms for medium-scale supervised and unsupervised problems.

A large variety of learning algorithms can be used to create the users’ templates. In this paper, we used a Random Forest classifier [28]. The simple strategy deployed in our implementation is to define a threshold, compare the scores with it and finally perform a majority vote. Formally, given the list of action scores $S = \{s_1, s_2, \ldots, s_k\}$, where $k$ is the number of actions, the system firstly checks whether each score is above the defined threshold $\lambda$, applying equation (1) to associate $S$ to the binary list $B$.

$$B = \{b_1, b_2, \ldots, b_k\} : b_i = \begin{cases} 1, & \text{if } s_i > \lambda \\ 0, & \text{otherwise} \end{cases} \quad (1)$$

The final decision is made by majority vote computing $\Delta = \sum_{i=1}^{k} b_i$ where $b_i \in B$, and then applying the rule defined by equation (2).

$$\text{decision} = \begin{cases} \text{accept}, & \text{if } \Delta > \frac{k}{2} \\ \text{reject}, & \text{otherwise} \end{cases} \quad (2)$$

V. Mouse Dynamics Use Case

Here we explain our special use case example which is mouse dynamics scenario.

Our approach is similar to what Feher at al. [14] proposed. Indeed, we define a set of actions starting from lower level mouse events. Each action is characterized by a name and a sequence of raw data that matches a specific pattern. However, we simplify the action hierarchy proposed in [14] by identifying just the basic types of actions, without considering the combination of the Move action and the other ones (i.e., Move and Left Click, Move and Drag and Drop) as depicted in Table I. We considered the basic set in order to provide a general case.

<table>
<thead>
<tr>
<th>Action type</th>
<th>Events pattern</th>
</tr>
</thead>
<tbody>
<tr>
<td>Move</td>
<td>sequence of move events</td>
</tr>
<tr>
<td>Left click</td>
<td>left down, optional move, left up</td>
</tr>
<tr>
<td>Right click</td>
<td>right down, optional move, right up</td>
</tr>
<tr>
<td>Drag and drop</td>
<td>left down, move, left up</td>
</tr>
</tbody>
</table>

Figure 4 shows the mouse action hierarchy derived from basic mouse events. In what follows, we further describe how the general FEBA framework can be employed in the mouse dynamics scenario. These steps can be followed also to employ FEBA in other application scenarios.

1) Define the raw data structure. The structure of an atomic raw data has to be defined using a JSON schema format. A JSON schema allows to easily define the properties of data in terms of names, types, allowed values and other useful information, using a common language.

2) Create the root action class. The root action class is the class that directly inherits from the Action class of FEBA. This class just needs the raw data
schema previously defined to be initialized, and will be the parent class for all the actions represented in the considered application scenario. In this way, the implementation of the actions employed in the same scenario does not need to take into account the raw data structure, making the system more consistent. The root action in the mouse dynamic scenario was called MouseAction, as shown in Figure 5.

3) Define the employed actions. Extending the root class, the actions which will be concretely used during the data analysis process can be created. Three elements need to be configured: the hierarchic level, the pattern conditions and the features. In our mouse dynamics use case we considered the classes shown in Figure 5. For instance, the LeftClick action is a level one action in our hierarchy whose pattern can be visualized in Figure 4. Features will be better described below.

4) Initialize the Action Extractor class. After extending the ActionExtractor FEBA class, it should be initialized by providing it a list with the references to all the defined action classes.

Following the above-mentioned steps, the system is ready to process raw data, recognize actions, extract features and make datasets available.

In what follows, we present the features considered in the developed mouse behavioural recognition system. Moreover, we explain the action dependent methods implemented to measure and collect features, for each defined mouse action.

We adopted a similar approach to the one proposed in [14]. Two main feature categories were considered: move features, and click features. Click features obviously concern the click based actions that are Left Click, Right Click and Double Click. Table II explains how click features are computed, starting from the available attributes that characterize the click action raw data:

- $t_d$, $t_u$ stand for the timestamps of the down and up events respectively;
- $(x_d, y_d)$, $(x_u, y_u)$ stand for the coordinates of the down and up events respectively.

### Table II
**Features of the mouse click actions**

<table>
<thead>
<tr>
<th>Feature name</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>click time</td>
<td>$ct = t_u - t_d$</td>
</tr>
<tr>
<td>click distance</td>
<td>$cd = \sqrt{(x_u - x_d)^2 + (y_u - y_d)^2}$</td>
</tr>
</tbody>
</table>

In Table II, the click time measures the duration of the click action and the click distance between the down and up events. The second feature might assume a zero value in most cases, but it is useful to characterize the "tremor" of the user while she is performing a click action. The Double Click action is a special case, as it is characterized by the two mentioned features for each Left Click action it is made of, and an additional pair of features considering the events between the clicks.

Move features are extracted from a sequence of raw move events and are used to characterize both the Move and Drag Drop actions. Given a sequence of $k$ move events, the following three sequences of attributes are involved in the feature computation task:

$$x = \{x_i\}_{i=1}^k, y = \{y_i\}_{i=1}^k, t = \{t_i\}_{i=1}^k$$

Where $x$ holds for the horizontal coordinates, $y$ the vertical ones and $t$ the timestamp values of the move sequence elements. Pairs of consecutive elements are considered for each list of attributes, and the difference, $\delta$, between the $v$ values is computed by providing three additional lists:

$$\delta = \{v_{i+1} - v_i\}_{i=1}^{k-1}, \forall v \in \{x, y, z\}$$
The $\delta$ values are used to compute the basic move features shown in Table V. The basic features aren’t the final ones used to represent the Move action. Indeed, the basic features are statistically analysed and five statistic descriptors for each basic feature are computed: average, standard deviation, maximum, minimum and range (difference between maximum and minimum). As a result, $6 \times 5 = 30$ features are collected. Moreover, three additional features are extracted and a total of 33 features are finally used. Table III gives the complete summary of the considered move features. Similar to the Move action, also Drag Drop is characterized by move features, considering the movement activity from the mouse down to the mouse up events. Finally, Table IV summarizes the number of features extracted for each different type of action.

### Table III
**Complete move features**

<table>
<thead>
<tr>
<th>Feature name</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>avg, std, max, min</td>
<td>the specific statistic of basic features in $V$</td>
</tr>
<tr>
<td>duration</td>
<td>$d = t_f - t_0$</td>
</tr>
<tr>
<td>traveled distance</td>
<td>$Td = \sum_{i=1}^{n} \delta x_i^2 + \delta y_i^2$</td>
</tr>
<tr>
<td>Straightness</td>
<td>$\sqrt{(x_k-x_0)^2+(y_k-y_0)^2}$</td>
</tr>
</tbody>
</table>

### Table IV
**Number of features extracted**

<table>
<thead>
<tr>
<th>Action</th>
<th>Features</th>
<th>Number of features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Move</td>
<td>click time, click distance</td>
<td>33</td>
</tr>
<tr>
<td>Left Click</td>
<td>click time, click distance</td>
<td>2</td>
</tr>
<tr>
<td>Right Click</td>
<td>click time, click distance</td>
<td>2</td>
</tr>
<tr>
<td>Drag Drop</td>
<td>move features from left down to left up event</td>
<td>33</td>
</tr>
<tr>
<td>Double Click</td>
<td>features of the two clicks, time and distance between clicks</td>
<td>6</td>
</tr>
</tbody>
</table>

### Table V
**Basic mouse move features**

<table>
<thead>
<tr>
<th>Feature name</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Angles</td>
<td>$\theta_i = \arctan\frac{y_i}{x_i}$</td>
</tr>
<tr>
<td>Vertical velocity</td>
<td>$v_y = \frac{y_i}{T_d}$</td>
</tr>
<tr>
<td>Horizontal velocity</td>
<td>$v_x = \frac{x_i}{T_d}$</td>
</tr>
<tr>
<td>Velocity</td>
<td>$v = \sqrt{v_y^2 + v_x^2}$</td>
</tr>
<tr>
<td>Acceleration</td>
<td>$a = \frac{\delta v}{\delta t}$</td>
</tr>
<tr>
<td>Jerk</td>
<td>$J = \frac{\delta a}{\delta t}$</td>
</tr>
</tbody>
</table>

### VI. RESULTS

This section presents the results of an experiment based on the use case described in Section V. The goal of the experiment is to demonstrate that FEBA can be successfully employed in real use case scenarios.

#### A. Data Collection

The first step of our experiment was to collect data through a mouse dynamics acquisition module implemented as an extension of the Google Chrome Web Browser. The extension was distributed among a group of ten users asking them to install it in their own laptop. Before starting the actual data capture, users where prompted for some general information by a form provided by the extension.

Tester users were asked to use the mouse, interacting with their laptop and computing their normal tasks. Furthermore, each user was asked to play with the online game accessible through the plugin for at least twenty minutes. Clicking on the blue button, the extension redirects to the web page running the game. We took advantage of the free online game "Don’t cross the line". The game consists in a reverse puzzle that requires moving the lines in the right order to solve the interwoven pattern. We chose this specific game as it encourages the user to use drag and drop, move and click actions and for letting the different users interact with a common environment and perform similar tasks.

At the end of the data collection phase, raw mouse data belonging to ten users were uploaded to a remote database. Each user had an interaction of at least twenty minutes with the browser game, collecting an average of 30000 consecutive raw events.

#### B. Feature Extraction

The experiment goal is to emulate an authentication scenario in which users attempt to prove their identity through the mouse dynamics. A set of ten users is considered. The set is randomly split in two subsets: a subset of internal users $U_{int}$, and a subset of external users $U_{ext}$. In our experiment, eight internal users and two external ones were considered.

Internal users are assumed to be registered into the system, and their data is used to create the templates in the training phase, while external users are considered as unknown by the system. This means that the system is not aware of their mouse behavioural profile and doesn’t include it in the template creation during the training phase.

Three different authentication cases are considered:

1. A genuine user $u_0 \in U_{int}$ attempts to authenticate herself;
2. An internal impostor user $u_i \in U_{int}, i \neq 0$, tries to authenticate herself claiming to be the genuine one;
3. An external impostor user $u_e \in U_{ext}$ tries to authenticate herself claiming to be the genuine one.

Figure 6 shows the main operations which the test procedure is made up of. First of all, the available raw data collected are divided into two sets: training data, and test data. The training set is created from the first 66% of total raw data, while rest of data composes the test set.

1 available at http://play.famobi.com/dont-cross-the-line
Training data belonging to the selected genuine users along with the training data of other internal users are processed to create a genuine user template for each different type of action. In order to accomplish this task, each raw data sequence is processed by the data processing module which extract actions and features. Finally, features extracted from every internal user are processed by the learning module and action based templates for the genuine user are created and stored. The learning algorithm employed was the Random Forest [28].

In contrast, the training data of external users aren’t involved in the template creation. However, since raw data are time ordered, we split the raw data sequence of external users in the same way of the internal ones to have an homogeneous test data.

Once the training phase is completed, the test phase can start. The test procedure is iterated over a list of threshold values, used in the decision making step. In our experiment we use a static threshold applied to every action but other dynamic approaches can be employed. For a given threshold value, we test each of the cases described in 3. Furthermore, three action types are involved: Left Click, Move, Drag Drop, which are the main actions executed by the users when playing with the browser game. Table VI shows the number of actions extracted from 30000 raw data points, i.e. the average size of the training set, for each action type.

Table VI

<table>
<thead>
<tr>
<th>Action Type</th>
<th>Number of actions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Move</td>
<td>3000</td>
</tr>
<tr>
<td>Left Click</td>
<td>700</td>
</tr>
<tr>
<td>Drag Drop</td>
<td>2200</td>
</tr>
</tbody>
</table>

Genuine users raw data test are used to simulate a login attempt. Action and feature extraction is accomplished as usual, and for each action the system makes a comparison against the user template and estimates a score. Finally, scores are compared with the threshold and a reject/accept decision is made, as described in section IV. This operation is performed varying the target genuine user and considering a number of 10 input data tests per round. Based on the number of rejected tests over the total ones, the False Recognition Rate (FRR) is finally computed.

The same testing procedure is applied in the internal and external impostor cases, evaluating the number of times in which the impostor is wrongly accepted as if she were the genuine user. In this way, the internal False Acceptance Rate (FAR) and the external FAR are evaluated. In the next section we present the obtained results.

C. Performance

The test procedure described in the previous section was applied to get a preliminary evaluation of the system performance.

Based on the number of rejected tests over the total ones, the False Recognition Rate (FRR) is finally computed. The same testing procedure is applied in the internal and external impostor cases, evaluating the number of times in which the impostor is wrongly accepted as if she were the genuine user. In this way, the internal False Acceptance Rate (FAR) and the external FAR are evaluated. In the next section we present the obtained results.

A common parameter employed to have an idea of the system performances is the AUC. The internal impostor test shows a AUC equal to 0.7556 while in the external impostor test it’s equal to 0.7175. These values reveal that the system is not yet ready to be deployed in production. As a matter of fact, good AUC values should be greater that 0.8 to make the system suitable to be used in practice. However, although the performance in terms of error rate seem not to be excellent, the results show that a discrimination among different users is accomplished, so that the system doesn’t behave like a random selector.

Indeed, the test shows that the developed prototype works in the right way. As a matter of fact, it can be seen that the external FAR is a bit higher than the
corresponding internal FAR for a given threshold. This highlights that the learning procedure works correctly, since the test data of internal users are more accurately discriminated thanks to the previous use of training data. Test data of external user are instead completely unknown by the system, and can therefore be wrongly classified more frequently. Furthermore, it also emerges that the difference between the external FAR and the internal one is enough contained. Indeed, both the values can be controlled, carefully choosing the threshold value.

The test results also have to be put in the context of our experiment. The group of ten users considered in our test provided to us preliminary results. In order to increase the accuracy of the experiments, the number of users in the experiment should be significantly higher. Moreover, more discriminant features and distinctive actions should be investigated in order to efficiently improve the classification process. FEBA allows to easily extend the feature extraction operation of a given action without the need to change neither the system structure or the other implemented components. An additional parameter that can be optimized in order to obtain better performance is the threshold value. In this experiment the threshold was statically imposed, and the same threshold value was used for every action type. A better approach could consist in determine the threshold dynamically, based either on the specific user’s pattern and the action type. This method would need the introduction of an additional validation phase in which the threshold should be evaluated from known data.

VII. CONCLUSIONS AND FUTURE WORK

In this paper we proposed an authentication framework that can be employed in the development of a behavioural authentication system based on human to device interaction. An action based approach was proposed. Moreover, the approach was analyzed and generalized to make it usable in more than one application context. Furthermore, a mouse pattern based behavioural authentication system was implemented, adopting the general architecture of the designed framework. We described the framework components and the mouse pattern based implementation focusing on the data work flow, from the acquisition of raw data, to the learning and classification based on extracted features.

As a future work, we aim to provide a complete user authentication protocol. In particular, supplement FEBA with other required components, such as learning and classification modules, in order to provide a complete ready-to-use building block for an authentication system. Finally, we further propose some possible future work:

- Take advantage of the framework infrastructure to create other implementation based on different behavioural characteristics, as the mobile touch behaviour;
- Improve the mouse pattern based behavioural authentication system already implemented, adding more complex actions and new features with a better discrimination accuracy;
- Spread the data collection procedure out in order to have a larger and more various data-set on which more accurate tests can be performed;
- Adapt the implemented mouse based system to the continuous authentication use case and make it usable not only for testing purposes but even in a real application scenario.
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